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Abstract 

Anomaly detection in a piece of data is a challenging task. Researchers use different approaches to classify data as anomalous. These 

include traditional, supervised, unsupervised, and semi-supervised techniques. A more recently introduced technique is Generative 

Adversarial Network (GAN), which is a deep learning-based technique. However, it is difficult to choose one anomaly detection algorithm 

over another because each algorithm stands out with its own performance. Therefore, this paper aims to provide a structured and 

comprehensive understanding of machine-learning-based anomaly detection techniques. This paper surveys the existing literature on 

machine-learning-based algorithms for anomaly detection. This paper places a special emphasis on Generative Adversarial Network-based 

algorithms for anomaly detection since it is the most widely used machine-learning-based algorithm for anomaly detection. 

 

Index Terms: Anomaly Detection Techniques, Deep Learning, Generative Adversarial Network, Intrusion Detection System, Neural Networks.    

 

I. BACKGROUND 

Anomalies are patterns in data or information that do not 

behave normally [1]. Anomalies are also known as 

outliers, peculiarities, contaminants, aberrations, surprises, 

discordant observations, and exceptions in various 

application areas. The procedure of discovering an 

anomaly in data is known as anomaly detection. An 

anomaly can be explained as the point in a specified time 

in which system performance is quite different from 

normal behavior. Therefore, the main objective of anomaly 

detection is to identify the time stamp where there is a 

chance of anomaly occurrence. Anomaly detection is also 

known as outlier identification, novelty identification, 

exception mining, and deviation identification.  

An anomaly in data may change the information, hide the 

real information, or provide incorrect information. This 

may lead to various problems in different forms in our 

daily lives. For example, anomalous MRI pictures may 

lead to the occurrence of malignant tumors [2]; credit card 

transaction record anomalies could designate identity theft 

[3], and in a network, abnormal traffic patterns may make 

a computer more vulnerable to malicious attacks.  

Anomaly detection is used in various areas, such as credit 

card fraud identification, insurance, health, and medical 

risk, image processing, astronomical data, cyber-security 

intrusion identification, sensor networks, safety-critical 

systems fault identification, and financial surveillance 

activities [4]. 

This paper is structured as follows: Section II includes 

research contribution, types of anomaly, anomaly 

detection challenges, and three main types of anomaly 

detection techniques. Section III includes a brief 

introduction to the Generative Adversarial Network 

framework, a critical analysis of different GAN 

approaches, and previous research on GAN. Section IV 

represents other machine-learning methods for anomaly 

identification. Section V contains the conclusion of the 

paper. 

II. INTRODUCTION 

The main responsibility of anomaly detection is to 

recognize whether testing data corresponds to the normal 

data distribution, where the abnormal points in data 

distributions are known as anomalies. Since the 19th 

century, anomaly detection methods have been used in 

research in the statistics community [5], but unfortunately, 

anomaly detection is still a challenging task. Therefore, the 

main objective of this paper is to review different 

Generative Adversarial Network-based approaches used 

for anomaly detection. 

A. Research Contribution                    

This survey paper provides a structured and comprehensive 

overview of different anomaly detection techniques and 

also presents their pros and cons. In recent years, various 

deep learning-based anomaly identification methods have 

been developed with lower computational power needs. 

Hence, this paper aims to review different machine learning 

techniques, with a significant focus on Generative 

Adversarial Networks (GAN), which is a deep learning-

based technology. 

B. Types of Anomaly      

An anomaly can be categorized into three types as 

illustrated in figure I: 
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a) Point Anomaly: 

Point anomaly can be defined as an individual data point 

that deviates from the remaining data points in a dataset. 

Because of simplicity, point anomalies are more focused in 

the research area.  For example, if the daily spending of a 

man is two hundred dollars and on a specific day he spends 

three hundred dollars, then this situation can be classified 

as a point anomaly [4]. 

 

b) Contextual Anomaly: 

Contextual anomalies are also known as conditional 

anomalies. Conditional anomalies are observations or 

events that can be considered anomalous in a specific 

context. Contextual and behavioral attributes define the 

conditional anomaly. Contextual features describe the 

context or environment like in time series data time 

indicates the position and location of the sample. Whereas 

behavioral features indicate the non-contextual attributes of 

a sample like indicators that determine whether the sample 

is anomalous or not in a specific context [6]. 

 

c) Pattern Anomaly: 

Pattern anomaly is also known as a collective anomaly. A 

pattern anomaly is the collection or group of alike data that 

act anomalously with reference to the entire dataset. 

Individual data may not be considered anomalous in the 

pattern anomaly. A Group of observations that act 

anomalous is considered a pattern anomaly. 

 

 
Figure I: Types of Anomalies 

 

C. Challenges of Anomaly Detection 

The Challenges of Anomaly Detection are as follows: 

 

1. Traditional algorithms usually cannot properly 

capture complex structures in datasets, and that's 

why their performance is lower when identifying 

anomalies in image or sequence datasets. 

2. Generally, large-scale anomaly identification 

methods are required, because it becomes difficult 

for traditional algorithms to scale large datasets for 

anomaly identification. 

3. The availability of publicly large-label datasets is the 

main issue in anomaly detection. 

4. In different data domains, the boundary between 

anomalous and normal behavior is constantly 

evolving, and at times it is not even properly defined. 

This may lead to many challenges for both 

traditional and deep learning-based algorithms. 

 

These challenges make the anomaly detection process 

difficult to resolve. The majority of existing anomaly 

identification methods address a particular formulation of 

the issue, whereas formulation is influenced by different 

factors such as the nature or type of data, label dataset 

availability, anomaly types to be identified, and so on.  

Frequently these factors are resolved by the application 

domain where anomalies require to be identified. 

D. Types of Anomaly Detection Techniques   

Anomaly detection can be classified into three main 

techniques based on the way historical data is processed: 

unsupervised, semi-supervised, and supervised. Each of 

these three techniques has several different types. 

The first technique is statistical process control which uses 

univariate or multivariate analysis for tracking and 

managing the quality of the manufacturing process [7]. 

Statistical process control usually detects changes in the 

variance process and mean process. Statistical process 

control uses CUSUM control and Shewhart control charts 

methods as the univariate approach for identifying mean 

shifts [8]. Unfortunately, multivariate processes need 

identically distributed and self-standing assumptions where 

the assumption is usually contravened in reality [9]. 

The second technique is supervised machine learning, 

where supervised machine learning uses a predictive 

classification approach for normal and anomalous class 

datasets. Supervised models are trained using labeled 

datasets and then data is automatically classified into 

corresponding classes [10]. Different supervised machine-

learning approaches are used for anomaly detection. These 

include the Bayes classifier approach [11], neural network 

method [12], multivariate regression [13], support vector 

data description approach [11], Fisher discriminant analysis 

[14], support vector machine [15], and tree-structured 

learning approach [12]. Supervised machine learning 

models rely more on the accessibility of label training 

datasets. Anomalies data are uncommon so attaining 

correct anomaly-labeled class data is a difficult task. 

The third technique is the unsupervised learning approach 

which is also called the undirected classification training 

approach because for training it does not need any labeled 

classes' dataset. Unsupervised learning can manage a great 

number of process data. That is why in different industrial 

procedures, the unsupervised learning approach is used for 

anomaly detection. Principal component analysis [16] and 

partial least [17] are unsupervised methods used for 

anomaly detection where both of these use a multivariate 

data analysis approach. Unfortunately, these approaches are 

suitable only for highly correlated data, and they also need 

the data to track multivariate Gaussian distribution [18]. 

Deep learning performs various high-dimensional machine 

learning tasks and leaves behind manual feature 

engineering. Deep learning is used in different areas like 

image processing or classification [19], speech 

identification [20], and natural image processing [21]. 

Generative Adversarial Networks attain state-of-the-art 

results in high-dimensional generative modeling.   

Types of 
Anomaly 

Point 

Anomaly

Conditional 
Anomalies

Collective 
Anomaly
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III. GENERATIVE ADVERSARIAL NETWORKS 

Recently, another unsupervised approach Generative 

Adversarial Network (GAN) has been used for anomaly 

detection. It uncovers and learns the patterns or regularities 

from a given dataset. Using the results of this learning 

process new examples can be generated from the real data 

distribution. 

The Generative Adversarial Network is the unsupervised 

machine learning method that automatically identifies and 

learns regularities as well as patterns from the given dataset 

[22]. It then uses the results of these learning processes to 

generate new samples that look like the actual dataset.  

Generative Adversarial Networks use two sub-models for 

generating new samples: one of them is a generator used for 

generating new samples, and the other one is a 

discriminator used for classifying samples as either fake or 

real. Both these models are trained using turning on or off 

the parameter simultaneously until the discriminator model 

gets fooled and the generator creates plausible examples. 

As discussed earlier, Generative Adversarial Networks 

uncover and learn patterns of data. So once the generator is 

able to generate normal samples, abnormalities that appear 

in samples can be detected. The structure of the Generative 

Adversarial Network is illustrated in figure II. 

 

 
Figure II: GAN Structure 

IV. PREVIOUS RESEARCH ON GAN 

Anomaly detection has a long history. Multiple types of 

research have been carried out to detect anomalous or 

unusual patterns in the dataset. Recent Generative 

Adversarial Networks achieve higher performance as 

compared to other previous deep generative approaches. 

Schlegl et al [23] proposed a deep convolutional 

Generative Adversarial Network for classifying anomalies 

in imaging data that can be used as a candidate for disease 

markers. Using a healthy dataset author trained the model 

and achieved 89% accuracy. The proposed model can 

identify different anomalies like HRF and retinal fluid in 

data. 

Zenati et al [24] train the generative adversarial model 

using the KDD99 network intrusion dataset and MNIST 

image dataset for anomaly detection where they achieve 

state-of-art results. During the training process 

simultaneously this model learns an encoder for making 

this model efficient in test time. For the training model 

using the MNIST dataset author used 80% normal data and 

tested this model using the remaining 20% data that 

included both normal and anomalous data. Whereas for the 

KDD99 dataset author used 50% of the data for training 

and the remaining 50% for testing. 

Yotam et al [25] proposed a Multi Discriminator 

Generative Adversarial Network for anomaly 

identification. The author uses two discriminators, where 

one of them is used for confirming that the generated 

sample is valid and the other discriminator works as an 

auto-encoder used for anomaly classifier. Both of these 

discriminators use different cost functions. That model is 

evaluated using ten datasets of different features and 

domains. 

The authors in [26] propose a Generative Adversarial 

Network-based approach for complex multi-process 

cyber-physical systems to identify cyber-attack-based 

anomalies. For the base of the framework, the author uses 

LSTM and recurrent neural networks. GAN is trained 

using a normal multivariate series of data. The model is 

evaluated using a secure water treatment testbed dataset. 

Tharindu et al [27] use a bidirectional GAN approach for 

industrial systems anomaly identification. Where BIGAN 

shows better accuracy as compared to other traditional 

GAN-based approaches. BIGAN work on an instant 

anomaly score calculation scheme so this method is most 

suitable for large-scale production environment. 

Fei Dong et al [28] proposed a GAN-based model for video 

anomaly identification. The author used two discriminators 

and one generator for the proposed framework. The 

generator is used to predict future video frames and one of 

the discriminators distinguishes input frames as generated 

or original frames. Other discriminators discriminate the 

optical frame as true or false. The model is evaluated using 

ShanghaiTech, UCSD Ped2, and CUHK Avenue datasets. 

Training data only includes normal data and testing data 

includes both normal and anomalous data. 

The technique demonstrated in [29] uses Sequence 

Generative Adversarial, Auto-encoder, and Gated 

Recurrent Unit to resolve the problem of imbalanced log 

messages. Sequence Generative Adversarial Network 

oversampled the negative logs then auto-encoder works as 

the feed-forward network that is used for extracting 

important features and information from resulting data. A 

Gated recurrent unit was used for anomaly identification. 

The model is tested using OpenStack and BGL datasets. 

The authors in [30] used two Generative Adversarial 

Network architectures one of them is AnoGAN and the 

other one is ALAD for network anomaly classification.  

AnoGAN work is based on standard Generative 

Adversarial Networks and ALAD architecture construct 

using bi-directional Generative Adversarial Networks with 

numerous enhancements that provide fast detection and 

stabilize the process of GAN training. The model is 

developed using a large number of hidden layers. For the 

evaluation and training process, the author used both 

synthetic traffic and realistic traffic captures that were 

generated using simulation platforms. 

Bashar et al [31] propose the TAnoGan method for time 

series anomaly detection, where data points are accessible 

in small numbers. The generator learns the normal 

distribution of the dataset and mapping is used to map the 

sequence of data to latent space. TAnoGan detects 

anomalies in small datasets more effectively. The model is 

tested using 46 real-world time series datasets. 
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The technique demonstrated in [32] uses a Generative 

Adversarial Network for learning the normal behavior of 

firewall time series data and then the author applies various 

anomaly classification techniques for anomaly detection. 

Propose method used to identify an anomaly in network 

traffic logged using the firewall. Where author also uses 

two different encoding approaches namely binary and 

embedding encoding for data. 

In 2021 Laya et al [33] worked on the combination of 

Generative Adversarial Networks and auto-encoders to 

classify anomalies in image datasets.  The author used 

SVHN, MNIST, and CIFAR10 as natural datasets and 

acute lymphoblastic leukemia medical datasets for the 

evaluation process. While decreasing the inference time 

auto-encoder helps the GAN model to improve its previous 

results.  Laya et al also use a small dataset for the training 

model where it performs well.  

The technique proposed in [34] used a long-short-term 

memory network-based GAN named LogGan for system 

logs anomaly identification. Based on patterns, LogGan 

identifies log-level anomalies. LogGan uses permutation 

event modeling for distinctive unusual upcoming events 

which are based on temporal system logs.  For evaluating 

the model author used two real-world datasets. The author 

achieved effective results for log-level anomaly 

identification. 

Chen et al [35] use the GAN method for anomaly 

identification in industrial control systems. For learning 

latent data distribution encoder–decoder–encoder method 

based dual Generative Adversarial Network is used. To 

effectively learn the marginal distribution of the training 

data, a parameter-free dynamic method is proposed. In the 

last optimized anomaly, the score simplifies whether an 

example is anomalous or not by using data of marginal 

distribution and learned normal distribution. 

Patil [36] uses principal component analysis and BiGAN 

algorithms together for network traffic anomaly detection. 

PCA is used for feature extraction and dimensional 

reduction. BiGAN is used for network traffic anomaly 

identification. The method was tested using the KDDCUP-

99 dataset and the result was compared with other 

algorithms also. 

 
Table I: Critical Analysis of State-of-Art Techniques 

S. No. Author Year Techniques Methodology Dataset Pros Cons 

Accuracy 

Achieved 

1. 
Schlegl et al. 

[23] 
2017 

Deep 

Convolutional 
Generative 

Adversarial 

Network 

Proposed 

AnoGAN model 
for detecting an 

anomaly in 

imaging data. 

Real medical 
image 

dataset 

As compared to 

previous work 
proposed model 

achieves good 

accuracy 

The model 

required more 

improvement for 
better results 

89% 

2. 
Zenati et al. 

[24] 
2018 

Generative 

Adversarial 
Network 

Work on the 

BiGAN model for 

classifying 

anomalies in 
imaging datasets 

and network 
intrusion datasets 

MNIST, 

KDD99 

This model is 

greatly 
competitive as it 

shows good results 
in the KDD99 

dataset 

High inference 

time 
92% 

3. 
Yotam et al. 

[25] 
2018 

Multi-
Discriminator 

Generative 

Adversarial 
Network 

Proposed 

MDGAN for 

anomaly 
classification. It 

uses two 

discriminators. 

OpenML and 

Outlier 
Detection 

DataSets 

Improve the 

performance 
through the 

different dataset 

High model 

training time for 

performing well 

95% 

4. 
Dan Li et al. 

[26] 
2019 

Generative 
Adversarial 

Network 

Use GAN-AD for 
cyber-physical 

systems 

SWaT 

Dataset 

A high 

identification rate 

with a low false-
positive rate 

Treat all variables 
equally in one 

plain framework. 

94% 

5. 
FEI DONG et 

al. [28] 
2020 

Generative 

Adversarial 

Network 

Propose GAN 

based model for 
video anomaly 

detection 

UCSD Ped2, 

CUHK 

Avenue, 

ShanghaiTec
h 

Attain larger gaps 

which result in a 
greater 

identification rate 

The model 

required 

enhancement for 
better prediction 

anomaly in the 

video dataset. 

73% 

6. 
Farzad et al. 

[34] 
2019 

Sequence 

Generative 

Adversarial 
Network, auto-

encoder, gated 

recurrent unit 

Proposed GAN-
based model for 

solving 

imbalanced log 
message problems. 

OpenStack 

dataset, BGL 

dataset 

Even if data is 
imbalanced model 

provides state-of-

the-art results 
 

---------- 98% 

7. Tram et al. [30] 2020 
Generative 
Adversarial 

Network 

Use the GAN for 
network anomaly 

identification 

UNSW-
NB15, 

CICIDS2017

, 
Stratosphere 

IPS 

Compared to other 

deep learning 
approaches this 

approach shows 

state of art results 

The model needs 
enhancement for 

better results 

90% 

8. 
Sandeep et al. 

[32] 
2021 

Generative 

Adversarial 

Network 

Used Generative 

Adversarial 
Network for 

classification of 

Installed 

FortiGate 

firewall for 

obtaining 
data 

Apply on rules of 

time series 

reconstruction. 

Not work properly 

for continuously 

updating data. 

99.7% 
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anomalous log 
messages 

 

9. Laya et al. [33] 2021 

Generative 
Adversarial 

Network with 

auto-encoder 

Proposed GAN-

based model  

combination with 
auto-encoder and 

new scoring 

function for 
identifying 

anomaly 

MNIST, 
CIFAR10, 

SVHN, 

Acute 
Lymphoblast

ic Leukemia 

dataset 

Even on a small 
dataset model 

performed quite 

well 

The model 

required 
improvement for 

further learning 

discriminative 
representations 

97% 

10. 
Bin Xia1 et al. 

[29] 
2021 

GAN with Long 
short-term 

memory network 

Proposed LSTM-
based Generative 

Adversarial 

Network for 
detecting the log-

level anomaly 

HDFD, BGL 
Real-world 

dataset 

Show effective 
results for the task 

of log-level 

anomaly 
identification. 

 

For the training 
model, temporal 

information and 

signature data 
were only used 

 

98% 

 

Accuracy Comparison of Existing Techniques after the 

extensive literature review and critical analysis has also 

been presented in figure III. 

 

 

 

 

Figure III: State-of-Art Techniques Vs. Accuracy 
 

Figure III previously describe the accuracy achieved 

against each of the existing technique to cop anomaly 

detection by other researchers till yet as per table II. 

V. OTHER MACHINE LEARNING TECHNIQUES 

FOR ANOMALY DETECTION 

Anomaly detection methods depend on input data labels 

and input data types. It can be either unlabeled or labeled 

data, problem statements, or preferred output. Figure IV 

represents different machine learning algorithms that are 

used for anomaly detection. 

A. Classification-Based Anomaly Detection 

In the classification-based anomaly detection method, a 

classifier is used to split the space regions among 

anomalous data and normal data by observing data 

instances in a certain feature space. Neural networks, 

Bayes networks, rule-based, and support vector machine 

techniques are included in classification-based anomaly 

identification techniques. Classification-based anomaly 

identification has three ways of processing data: one class, 

two classes, and three classes. In one class only one label 

class is considered.  

In two classes, two label classes are considered based on 

attribute space. Multiclass considers more than two classes 

based on attribute space. 

 

 
Figure IV: Machine Learning Techniques 

 

a) Neural Networks: 

The ability of a neural network to classify data has been 

applied to the identification of network anomalies. 

Although neural networks have been used in a variety of 

application domains, including voice and image 

processing, they are computationally intensive. A neural 
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network has been combined with various methods, such as 

a statistical method and its variations, for the detection of 

network anomalies. A multi-layer perceptron with a 

gravitational search algorithm has also been used [37] and 

one hidden layer for a network intrusion detection system 

where the dataset consists of labeled flow data. 

 

b) Bayes Network Based: 

Bayesian network evaluates the posterior probability of a 

specific event using a few given observations. Amor et al 

[38] propose a network intrusion detection system on the 

KDD'99 dataset using level three granularity Bayes 

networks and also show a comparison between decision 

trees and Bayes Network. 

 

c) Support Vector Machine: 

The Support Vector Machine's fundamental idea is to 

create a hyperplane that increases the distance, among the 

positive and negative classes. Zhang et al [39] use various 

types of unlabeled qualitative data (KPIs) and quantitative 

datasets to perform a one-class support vector machine for 

network intrusion detection system 

 

d) Rule-Based Method: 

This method learns rules that summarize a system's normal 

performance. Duffield et al [40] present a real-time rule-

based method for detecting anomalies in internet protocol 

packet flows in a communication network. 

B. Nearest Neighbor-Based Anomaly Detection 

Nearest Neighbor is the simplest anomaly identification 

technique where it assumes normal data samples occur in 

their nearest neighborhoods whereas anomalous instances 

occur far from their nearest neighbors.  For the nearest 

neighbor method, it is required to define similarity or 

distance measures among two data instances. K Nearest 

neighbor and relative density classes are included in the 

nearest neighbor anomaly detection method. 

 

a) K Nearest Neighbor: 

This method computes the similarities with nearby data 

points. The score-based non-parametric adaptive anomaly 

detection technique was proposed [41] and implemented 

on the banana dataset using a KNN Graph on n-point 

nominal data. 

 

b) Relative Density: 

For each data point, this approach computes the 

neighborhood density. 

C. Clustering-Based Anomaly Detection 

Clustering work is based on the definition of pairwise 

similarity or distance function for grouping similar data 

instances into clusters. Clustering is a semi-supervised or 

unsupervised method. Clustering-based anomaly 

identification is classified into three different groups. In the 

first category, normal data samples belong to clusters 

whereas anomalous data samples do not belong to the 

cluster. In the second category, normal sample data are 

adjacent to their nearest cluster centroid while anomalous 

sample data are away from their nearest cluster centroid. 

In the last category, normal sample data belong to large or 

dense clusters whereas anomalous data samples belong to 

small or sparse clusters. Density-based cluster is a 

subcategory of clustering-based anomaly identification. 

For example, Kiss et al [42] propose a K-mean clustering-

based method for identifying cyber-attacks that cause an 

anomaly in Networked Critical Infrastructure. 

D. Statistical-Based Anomaly Detection 

Statistical anomaly identification work is based on the 

following key assumption: normal data samples will be in 

the high probability region of the stochastic model, while 

anomalous data instances will be in the low probability 

region. This method is further divided into two categories: 

parametric techniques and non-parametric techniques. 

 

a) Parametric Technique: 

Parametric distribution is used for data generating with 

probability density function and parameters in time series 

anomaly detection, such as ARIMA, ARMA, and linear 

regression. An example of a parametric-based method is 

the regression model. Yip et al [43] represent network 

intrusion classification in grids through gathering energy 

utilization meter readings from the Sustainable Energy 

Authority of Ireland's SM dataset. 

 

b) Non-Parametric Technique: 

In non-parametric methods, the model is determined by 

real-time datasets rather than defined theoretically 

apriority. Compared to the parametric approach, this 

method makes fewer data-related assumptions. Smrithy et 

al [44] apply a non-parametric approach to big data 

streams, detecting anomalous online access requests to 

illegal shared resources at runtime. 

E. Information-Theoretic Based Anomaly Detection 

The work of information-theoretic anomaly detection is 

based on the following key assumption: anomalous data 

instances in the data set are irregularities in the information 

content. The information-theoretic method analyzes the 

information content of the dataset using various 

approaches like relative entropy, Kolmogorov complexity, 

and entropy. For identifying anomalies in univariate 

datasets, Lee et al [45] use information-theoretic methods 

like conditional entropy, information gain, and relative 

conditional entropy. Using the MAWILab dataset, 

Callegari et al [46] represent an intrusion identification 

system in a network based on the change in entropy 

measures. 

F. Spectral-Based Anomaly Detection 

Spectral techniques use a combination of features for 

finding approximate data that captures the bulk of the 

inconsistency in the data. This technique is based on the 

following supposition: data can be transformed into a 

lower-dimensional subspace while anomalous and normal 

data samples appear remarkably diverse. Spectral 

techniques can work in both unsupervised and semi-

supervised settings. For identifying score-based 

abnormalities over wireless sensor networks using graph-

based filtering, Egilmez and Ortega [47] use PCA, ROCs, 

and an auto-regressive model. 
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G. Graph-Based Anomaly Detection 

Graph-based anomaly detection work is based on two 

assumptions: first, irregular entities or nodes are separated 

from the rest of the graph, and second, irregular entities or 

nodes share a network with the remaining graph. Graph-

based anomaly detection is categorized based on dynamic 

and static graphs. Akoglu et al [48] represent graph-based 

anomaly detection in various fields like finance, law 

enforcement, security, and health care. Vasseur et al [49] 

use graph-based anomaly detection to identify the cause of 

anomalous events through calculating correlations. 
 

Table II: Anomaly Detection Techniques, Applications, and Algorithms 

S. No. Category 
Sub 

Categories 
Application Algorithms Pros Cons 

1. Classification 

Neural 
Network 

Network 

Intrusion 
Classification 

Auto-encoder and Boltzmann 
machines [50] 

Powerful computing 
algorithms for 

differentiating amongst 

data instances that belong 
to dissimilar classes 

For training, these 

algorithms depend upon 
on availability of precise 

label datasets. 

GSA, multilayer perceptron [37] 

ICSVM and deep belief networks [51] 

SHM System DTrees, byes net [38] 

Dynamic 

Network 

SMOTE, LSTM, AM [52] 

LSTM, deep belief network, stack 

auto encoder [53] 

5G Network for 
Cyber Security 

Deep neural networks [54] 

Support 

Vector 

Machine 

Network 

Intrusion 

Detection 

CCCP or ramp-OCSVM algorithms 

[55] 

GSS [56] 

Wireless Sensor 
Network 

Clustering and OCSVM [57] 

doOCSVM [58] 

Rule Based 

Telephone Call 

Anomaly 
Dynamic rule-based [40] 

Disease Outbreak Rule-based [59] 

Communication 
Networks 

KNN graph [60] 

Bayes 

Network 
Based 

Social Networks One class support vector machine [61] 

Disease Outbreak 

Identification 
Bayesian network [62] 

Network 

Intrusion 
Identification 

Bayes network [63] 

2. 
Nearest 

neighbor 

K Nearest 
Neighbor 

Adaptive 

Anomaly 
Classification 

Self-organizing based K nearest 

neighbor [6, 64] From nature, these 
algorithms are 

unsupervised so it does not 

require label datasets. 
Amendment to various data 

types. 

Testing computation is 

slow. These algorithms 
missed anomaly data 

instances as it have not 

sufficient neighbors. 

Steel Plant KNN or genetic [65] 

Network 
Local Outlier Factor, traditional 

regression model [66] 

Relative 

Density 

Dam Protection 

Monitoring 
Local Outlier Factor [67] 

3. Clustering 

Density-

Based 
Clusters 

Networked 

Critical 

Infrastructure 

Different clustering views [68] 

Fast testing process. These 

algorithms are 
unsupervised in nature. 

Anomalous data 

instances may lie in 
normal instances clusters 

because anomalous data 

may not make major 
clusters. 

Cloud 
Environment 

HSE algorithms [69] 

Multi-View 

Grouping 

Artificial neural network with fuzzy 

C-mean [70] 

4. 
Information-

Theoretic 

Information

-Theoretic 

Methods 

Intrusion 
Identification 

Based on entropy [71] 
Unsupervised in nature. 

Regarding distributions of 

the dataset no assumptions. 

Results rely on the 
selection of measures. 

Modern Vehicle 

Controller Area 
Network 

Based on entropy [72] 

5. Statistical 
Parametric 

Methods 

Sensors Network 
Regression, support vector machine 

[73] 
Robust distribution may 
work as unsupervised 

anomaly detection 

Distribution may be false 
for high-dimensional 

real-world datasets. 
Energy 

Consumption 
Parametric technique [43] 

6. Spectral 

Spectral-
Based 

Anomaly 

Detection 

Intrusion 

Identification 
Auto-encoder [74] 

Unsupervised in nature and 

applicable for high 
dimensional datasets. 

It works only when 

normal or anomalous 

data instances are 
separated in inferior 

dimensions. 

Nonlinear 
Reduction 

Auto-encoder [75] 

Web Application Autoregressive, PCA [47] 

7. Graph 

Graph-

Based 

Anomaly 

Detection 

Intrusion 

Identification 
Correlations graph-based [76] 

Applicable for time series 

data. 

Work only for pairwise 

connection. 
Mobile 

Communication 

Networks 

Graph-based [49] 
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VI. CONCLUSION 

Anomaly is nonconforming patterns in data that do not 

look or work like normal behavior. Because of anomalies, 

real data may change, hide, or provide improper 

information which may cause various problems. Different 

traditional or machine-learning approaches are used for 

anomaly detection. However, Generative Adversarial 

Networks achieve a high performance rate. This survey 

discussed different approaches of Generative Adversarial 

Networks for anomaly detection. This will assist not only 

in understanding techniques but also in highlighting their 

pros and cons. Future work could be on this thorough 

survey for the researchers to investigate highlighted 

limitations further in the current techniques; and design 

and deploy a more efficient anomaly detection technique 

which can beat the current achieved accuracy till yet. 
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