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Abstract 

Conversational Agents like Alexa from Amazon, Siri from Apple, Assistant from Google, and Cortana from Microsoft, all demonstrate 

extraordinary research and potential in the field of conversational agents. A conversational agent, chatter-bot, or ChatBot is a piece of 

computer software that is supposed to communicate at a level of intelligence comparable to that of a person. ChatBots are designed for a 

variety of purposes, such as task-oriented helpers and as creators of open-ended discourse. Numerous approaches have been studied on this 

topic, from primitive types of hard-coded response generators to contemporary ways of constructing artificial intelligence. These are 

classified as rule-based or neural network-based systems. Unlike the rule-based technique, which is based on pre-defined templates and 

responses, the neural network approach is based on deep learning models. This article begins with an overview of ChatBots before diving 

into the specifics of a variety of traditional, rule-based, and neural network-based techniques. A table summarizing previous field research 

closes the survey. It looks at the most recent and important research on the subject, as well as the evaluation instruments used, areas for 

improvement, and the applicability of the proposed methods. 

 

Index Terms: Artificial Intelligence Markup Language, ChatBots, Long Short-Term Memory, Pattern Recognition, Seq2Seq. 

 

I. INTRODUCTION 

While many would believe that the term ‘ChatBots’, has 

only gained popularity in recent years, the concept 

stretches all the way back to the early days of computer 

interaction. Even before the invention of personal 

computers, the first ChatBot was introduced. Eliza was 

founded in 1966 by Joseph Weizenbaum at MIT's 

Artificial Intelligence Laboratory. Eliza parsed the input 

for keywords and then triggered the output based on a 

specified set of rules. Numerous Chatbots are still 

generating output in this fashion. The history of ChatBot 

are depicted in figure I [1]. In an attempt to replicate 

paranoid schizophrenia symptoms, Kenneth Colby created 

Parry, a Chatbot, using Stanford University physician 

Kenneth Colby's code [2]. Then there was the A.L.I.C.E., 

created in 1995 by Richard Wallace. While A.L.I.C.E was 

a three-time winner of the Loebner Prize, it failed the 

Turing test. A Turing test determines if a machine can 

think rationally in the same way as humans do [3]. 

Subsequently, a slew of virtual assistants was introduced. 

Siri, developed by Apple, was the first to include 

conversational assistance. The concept gained popularity, 

and Google introduced its Google Assistant for Android 

shortly thereafter. Microsoft quickly followed suit with the 

creation of Cortana. To take this a step further, smart 

speakers were designed, enabling human-to-human verbal 

conversation. 

In 1950, Alan Turing responded to the question, "Can 

machines think?” [4]. Since then, experts in Artificial 

Intelligence (AI) have been challenged with developing 

programmes that can simulate human thought in 

computers. As consultants, talkative companions, or utility 

software, ChatBots became involved. Numerous design 

techniques have developed throughout history. This 

article's objectives are to explain ChatBot’s development 

and provide an example. The main goal of a ChatBot is to 

produce a suitable response based on natural language 

input from a human. There are various ways to provide that 

response, as shown in figure II, which determines how the 

ChatBots are modeled. The first is a rule-based system that 

meticulously evaluates user input using hardcoded phrases 

and pre-made templates to produce the solution. With the 

rise of deep learning, the alternative approach, based on 

neural networks, became feasible. The neural network is 

trained on enormous amounts of data in order to deliver 

replies that are appropriate for the context and 

grammatically sound. You can enter data using text, 

images, or speech. Convolutional Neural Network (CNN) 

models have been developed for Chatbots to infer pertinent 

information from photographs, and models for voice-to-

text translation [5], and [6]. 

You can essentially categorize the neural network-based 

method as either retrieval-based or generative-based. 

Responses are generated utilizing retrieval-based 

techniques. Either the most pertinent response is 

determined using a scoring function, such as conditional 

probabilities implemented using a neural network, or the 

context-candidate relationship is examined using 

reinforced co-ranking [7-9]. The generative approach, in 
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contrast, generates one word for each input after 

computing probabilities across the entire vocabulary [10]. 

A method for combining retrieval and generative models 

has also been presented [11]. This technique is used to 

incorporate a reaction into a generative model. The final 

solution was then obtained by rearranging the retrieved and 

created responses. 

 

 

 
 

Figure I: History of ChatBots 
 

 
Figure II: Approaches of ChatBot Techniques (see table I, and table II)
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ChatBots are classified into two types based on their 

capabilities; One is goal-oriented, which is not the best 

characteristic of a conversational AI but is capable of doing 

specified tasks and responding to domain-specific 

directions. These ChatBots' primary purpose is to deliver 

information. There are three types of ChatBots; 

informative, conversational, and task-oriented as shown in 

figure III. 

 

 
Figure III: Classification of ChatBot 

 

Research Contributions: 

 

• Recognize different techniques of ChatBot. 

• Identify the pros and cons of all these techniques. 

• Distinguish global metrics parameters of ChatBot 

based on these techniques. 

• Make a comparison analysis according to the related 

parameters. 

• Preprint the future development in the field of 

ChatBot Techniques   

II. RELATED WORK 

ChatBots have many real-world applications. E-learning, 

marketing, medical diagnostics, cultural heritage, e-

customer support, and task management all use ChatBots. 

Internet activity expands its application. E-learning 

chatBots can help engage students and tailor instruction to 

their needs. Latent Dirichlet Allocation (LDA) can be used 

to analyze the user's inquiry, remove stop words, and 

extract keywords from the conversational transcript to 

create an e-learning ChatBot [12]. After that, an ontology 

of learning ideas is generated by course, lesson, subject, or 

user. Petri net-based ChatBots for type recommendation 

have been researched [13]. It creates a type of ontology. 

The Petri net represents the vehicle's genetic makeup based 

on user inputs of its type (car, scooter, etc.), model number, 

and production year. After the survey, the weighted total 

of all responses in each context is calculated. The system 

avoids repeating inquiries if the weighted total of the 

contexts is less than the amount of information it already 

knows. ChatBots also aid in medical diagnosis. Any such 

communication requires patient clinical information. To 

stay current on disease diagnosis and treatment, such a 

system needs ongoing training. Medical technology is 

essential, and chatBots still need improvement [14]. Based 

on the tourist profile and context, a ChatBot proposes 

tourist sites, information, and services. It also recommends 

local hotels and restaurants, i.e., this ChatBot guides 

tourists. The architecture revolves around the inference 

engine. The Context Dimension Tree (CBT) analyses user 

material and gives suitable responses [15]. Building a 

ChatBot requires extensive research and learning. 

ChatBots need context, person, and location information to 

work efficiently. ‘Curious Cat’ used crowdsourcing to 

acquire user data by selecting the most relevant group, 

assessing dialogue quality, and ensuring consistent replies. 

This ChatBot also assists couples in private talks [16]. 

Recently, academics and corporations have advanced 

ChatBot’s use and development. A ChatBot's behavior, 

appearance, and creator's attributes, as well as privacy and 

security concerns, affects its trustworthiness. The user's 

faith in the ChatBot depends on its visual appearance, 

name, personality, and language skills. Emotion is another 

crucial part of humanizing a ChatBot, and various attempts 

have been made to create an emotional ChatBot. The 

ChatBot's ability to converse as humans improves with AI. 

Human-to-human ChatBot communication differs 

qualitatively and substantively from the human dialogue. 

Human-to-human ChatBot conversations can last a long 

time. People speak in short, harsh syllables. Empathy 

distinguishes humans from ChatBots. Humans grasp 

conversational context better than ChatBots. ChatBots can 

now understand human emotions. Personal voice assistants 

embedded into smartphones or specialized home speakers 

that recognize voice commands, speak in digital voices, 

and monitor home automated devices, calendars, and 

emails, i.e., advanced AI chatBots are being created. Siri, 

IBM Watson, Google Assistant, Cortana, and Alexa are the 

most popular voice assistants. Several lesser-known voice 

assistants perform the same basic duties but have different 

personalities. They have Internet connectivity and produce 

more results faster than their predecessors. Virtual 

assistants will soon become essential for everyday life. 

III. CLASSICAL APPROACHES TO CHATBOT 

TECHNIQUES 

Rule-based techniques are referred to as such because they 

create replies based on specified rules, which distinguishes 

them from traditional procedures. Over time, these 

requirements have gotten more difficult to meet and more 

complex to understand. These strategies are most effective 

when the domain of the conversation is well defined, i.e., 

when the conversation is focused on a certain topic or 

activity. In contrast, rule-based systems become inefficient 

when the input grows more natural or the domain becomes 

more open, as is the case with Artificial Intelligence (AI). 
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The AI language, Artificial Intelligence Markup Language 

(AIML), which is based on XML, allows for the 

construction of rules. It is the goal of this paper to look at 

eight common techniques used in classical methods as 

shown in figure IV. 

 

 
Figure IV: Classification of Classical Approaches 

 

A. Pattern Recognition                   

When it comes to building ChatBots, pattern recognition is 

a key technique that is used in practically every ChatBot to 

some degree. With this method, a response is generated by 

applying a preset set of rules and templates. ELIZA was 

the world's first ChatBot created in this manner [17]. In the 

beginning, it identifies the keywords that are present inside 

the text by reading it from left to right. Each keyword has 

a rank or precedence that determines how important it is. 

Following that, the input string is deconstructed into a 

template by applying a preset pattern to the string data. For 

example, when given the input; “I am unhappy”, the 

system creates a response based on the keyword "sad"—

how long have you been "sad”? A large number of people 

signed up to participate in the ELIZA psychotherapy 

programmes after it was first introduced in 2012. 

B. Parsing    

In computer science, parsing is the process of extracting 

the grammatical structure of a text from it. Initially, the 

string is separated into bits representing nouns and verb 

phrases. The nouns, adjectives, and articles are recognized, 

and a syntax tree is constructed from them. Parsing is a 

technique that allows the grammatical structure of a phrase 

to be confirmed in terms of the language in which it was 

originally written. Previously, basic parsers were 

employed to detect keywords in text documents. If you 

want to take food, you can say "take the food" and "can 

you retrieve the food". Both of these phrases are processed 

as "take the food". When used with polymorphic input 

strings, this enables ChatBots with a restricted set of 

templates and patterns to respond to them. Later ChatBots 

rely significantly on natural language processing 

technologies to communicate with users. Parsing may be 

divided into three categories; syntax, semantics, and 

pragmatics [18]. Syntax is the first of these categories. Use 

this strategy in business settings where more control over 

the flow of speech is needed [19]. 

C. Markov Chain Models 

When expressed mathematically, the ‘Markov Chain 

Model’ is a model that describes the likelihood of future 

events given the state of previous affairs. It takes into 

consideration the possibility that a letter or word may 

appear in a dataset. It makes use of this probability 

distribution in order to choose the answer phrases that are 

most likely to be given. As a result of the sequence in 

which the Markov chain is constructed, the maximum 

number of consecutive letters or words that may be entered 

is determined. When given a string ‘khdddkhhdd’, the 

probability of meeting the letter ‘k’, is 2/10, the likelihood 

of meeting the letter ‘h’, is 3/10, and the likelihood of 

encountering the letter ‘d’, is 5/10, for a zero-order Markov 

chain. When determining the fixed probability for an order 

1 Markov chain, the primary elements will be taken into 

consideration in addition to the current part. It is supplied 

with a string that says, "The black dog jumped into the 

swimming pool". In an order 2 Markov chain, the term, 

"the black", becomes the word, "dog", the word "black-

dog", becomes the word, "jumped", and so on for the 

remaining words [20], and [21]. 

D. Ontologies 

Ontologies (also known as Semantic Nets) are a sort of 

organized representation of real-world concepts that are 

used in computer science and engineering. Classes are also 

referred to as notions in other instances. They are the 

subject of the vast majority of ontology definitions. Using 

ontology, the knowledge base is composed of the cases of 

various classes linked together to provide an overall 

picture. For example, a bread class comprises many types 

of bread available [22]. There are a variety of different 

features of the bread that may be referenced, including the 

texture, color, and company. Additional explanations can 

be provided for the various 'facets' of the slots. These 

specify, among other things, the kind of value, the 

cardinality, and the range of the place. Through the use of 

certain reasoning principles, it is advantageous in that it 

allows for node searching as well as for the implication of 

new replies. The ontologies ‘Open Cyc’ [23], and 

‘Wordnet’ [24], were employed in the development of 

ChatBot. 

E. Artificial Intelligence Markup Language (AIML) 

AIML is a technical invention that aims to make the 

production of ChatBots more expedient by using machine 

learning [25]. The stimulus-response paradigm is used to 

depict a discussion between a ChatBot and a human being. 

A.I.M.L. is built on the ideas of pattern recognition and 

matchmaking. Because it is closely connected to XML, it 

is straightforward to implement, and the tags make 

communication easier between parties. The Graph master 

algorithm is in charge of keeping track of the tree that is 

formed by putting A.I.M.L. patterns in memory. In terms 

of both space and time efficiency, it is the most effective 
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solution. Aside from that, it is highly reusable due to its 

simplicity as well as the availability of both the source code 

and the associated documentation. A.L.I.C.E. was the 

world's first ChatBot powered by artificial intelligence, 

and it still holds the record [26]. A botmaster oversees 

A.L.I.C.E.'s learning process, which implies A.L.I.C.E. 

learns while being monitored by a person. Following the 

initial design of A.L.I.C.E., a large number of other 

ChatBots were created and developed using the A.I.M.L. 

programming language. 

F. Chat Script 

Creating ChatBot is accomplished through the usage of the 

programming language known as, ‘Chat Script’. It was 

started in 2010 by Bruce Wilcox. In 2010, he received the 

Loebner Prize for his work on Suzette, a ChatBot that he 

designed [27]. Chat script is a dialect of the A.I.M.L. 

programming language. As an alternative to looking 

through hundreds of categories, chat script searches for a 

context that is connected to another context. This form of 

setting is referred to as a "concept", and each concept has 

its own set of laws that must be followed by everyone. This 

table is beneficial in reacting to user input by running a 

basic search within it, which is handy for responding to 

user input. A food idea is being promoted (including bread 

and juice as well as vegetables and fruits, as well as pizza, 

hamburgers, and cold beverages); (I like pizza). Are you a 

foodie who enjoys trying new things? 

G. Relational Database Management System (RDBMS) 

and Structured Query Language (SQL) 

A Relational Database Management System (RDBMS) is 

used in order to build the ChatBots. The database's main 

job is to store information about prior discussions and 

deliver distinct answers to similar questions that have been 

asked at different times in the past, regardless of when they 

were asked. SQL is the database management system 

programming language that is most often used. This 

method was used in the development of Virtual Diabetes 

Physician (ViDi) [28]. 

H. Language Illusions 

Other techniques while developing ChatBot, i.e., several 

popular linguistic tricks include the following: 

 

• Mistypes and Incorrect Keystrokes: When a user 

enters input, he or she periodically checks the 

ChatBots to see how it is constructing the answer to 

the information. Apparently, because they are also 

human traits, false backspaces, and occasional 

spelling errors seem to be very common in people, 

too. 

• Pre-Programmed Answers: There are specific 

patterns that the ChatBot's pattern-matching 

algorithm is unable to cover. The developer 

hardcodes such responses. 

• Personal History: Developers give the ChatBots, a 

personality in order to bolster their credibility. It is 

inculcated with information regarding its birth, age, 

parents, tastes, and stories [29]. 

IV. NEURAL-NETWORK-BASED CHATBOT 

TECHNIQUES 

ChatBots powered by neural networks have done away 

with the time-consuming task of creating rules for each 

utterance-response combination. There are two methods by 

which an artificial neural network might deliver a 

response; it can construct the response from scratch 

(generative) or it can obtain the response from a large 

dataset (retrieval or retrieval-based). In addition, various 

hybrid approaches that blend the best of both worlds have 

been developed and implemented. A discussion has been 

started over the underlying structure/model upon which all 

techniques are built, see figure V. 

A. Recurrent Neural Network 

When creating a response, any conversational agent would 

benefit from the capacity to take past conversations and 

context into consideration, as well as the ability to respond 

appropriately. When creating a response, it just considers 

the present input, which results in replies that are repetitive 

in nature. Because of the Recurrent Neural Network 

(RNN), it is possible for the ChatBots to use the previously 

created output as input and provide a more logical answer. 

RNNs, in contrast to ordinary neural networks, are capable 

of retaining data over time. Here ‘A’ is a small component 

of the neural network seen in figure VI, and ‘xt’ is its input; 

it is responsible for the generation of the output ‘yt’, [30]. 

B. Long Short Term Memory (LSTM) 

A simple R.N.N. has trouble recalling information due to 

the excessive number of unrolling steps. Weights and 

activation functions statistically affect gradient value 

(basically their derivative). The gradient decreases as ‘1’ 

approaches to ‘0’. Activation functions like ‘tanh’, and 

‘sigmoid’, often have derivative values close to zero, 

making this problematic. In this case, L.S.T.M. fixes 

fading gradients. The L.S.T.M. activation function is 

identity, which has a derivative of 1, preventing the back-

propagated gradient from reducing. Gates (small code 

blocks) help the L.S.T.M. The gate controls the data flow. 

Gates emit a number between 0 and 1 when engaged, 

indicating how much of each component should pass. This 

‘0’ means no data should be sent, while ‘1’ means all data 

must be sent. The LSTM's input and forget gates control 

information flow between network units in a dispersed 

network. These gates define the network state update [31]. 

The Gated Recurrent Unit (GRU) is popular [32]. A single 

‘update gate’ replaces the input and forget gates in this 

system. 

C. Seq2seq 

The ‘Seq2seq’, a leading machine translation technique, 

may be useful for conversion models [33]. Figure VII 

shows that two R.N.N.s form a seq2seq model. R.N.N.s are 

often made using L.S.T.M. or G.R.U. This function 

calculates the conditional probability of p (y1, y2,... yn' / 

1,2,... xn), where ‘x’, and ‘y' are the input and output 

sequences, respectively. Function definition; adjust n and 

n' lengths as needed. The Seq2Seq algorithm works well 

because two RNNs generate the input and output 

sequences. Encoder-decoder systems do this.  
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The first RNN encoder processes the input sequence, 

generating a vector. This vector initializes R.N.N.2. After 

that, the decoder's R.N.N. output is given a suitable 

probability function. Back-propagation adjusts weights 

while training these two networks in parallel. Seq2seq 

converts a source language phrase to word embedding 

vectors. R.N.N.2 translates languages.  

This strategy can be modified for chatBots by using the 

input sentence as the source language string and the answer 

as the destination language string element. 

 

 

 

 
 

 
Figure V: Classification of Neural Network Approaches 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure VI: Recurrent Neural Network 

  

 

Figure VII: Seq2seq

V. CRITICAL ANALYSIS OF CLASSICAL ---------      

APPROACHES FOR CHATBOTS 

The critical analysis of classical approaches for ChatBots   
 

 

 

 

are presented in table I below:

Table I: Classical Approaches of ChatBots and their Analysis 

Title & Year Technique Pros Cons Applications 

Communicating with Bots: Symbiotic 

Agency and the Tay Case (2016) [1]. 

 
Dialogues with Colorful Personalities 

of Early AI (1995) [2]. 

 
A.L.I.C.E. Al Foundation (2002) [3]. 

Pattern 

Recognition 

 

The patterns can be read by 

humans so that the input 

modeling phase can be 
somehow straightforward [1]. 

 

Make a significant 
contribution to the rule 

Typically, rule-based systems 
do not provide new replies, as 

the developer's knowledge is 

encoded in the form of 
conversational patterns [4]. 

 

E.L.I.Z.A., 
PARRY, P.C. 

Therapist III, HEX, 

Albert, A.L.I.C.E. 
and Jabberwacky 

[6], and [7]. 
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Automatons and artificial intelligence. 

In: Turing test parsing (2009) [4]. 

 
A Chatbots with deep reinforcement 

learning (2017) [5]. 

 

selection process and the 
answer format [2]. 

 

Simple pattern matching 
method and also simple 

template pattern for input and 

output representation [3]. 

The responses are automatic, 
repetitive, and lack the 

uniqueness and spontaneity 

associated with human 
responses [4]. 

 

There is a rapid response time 
since no in-depth syntactic or 

semantic analysis of the input 

text is undertaken. 
 

Language development through multi-

agent games: learning to interact 

through symbol sequences (2016) [16]. 
 

Human-to-Machine Conversation 

Modeling with a Chatbots Using 
Database Knowledge (2016) [35]. 

 

A Survey of Techniques for Creating 

ChatBots in Speech Conversation 

Systems (2015) [36]. 

 
An examination of the ChatBot system 

via a Loebner prize competition (2012) 
[37]. 

 

Parsing 

Parsing assists in validating the 

grammatical structure of a 
sentence in relation to a 

language [35]. 

 
This strategy is employed in 

corporate situations that need 

greater control over the 

conversational flow [16]. 

 

 
This is an important step 

toward making sense of 
meaningful sentences [36]. 

Ambiguity happens when a 
sentence's language or 

grammar allows for various 

readings [37]. 
 

When ambiguity exists, the 

probability decreases and a 

considerably narrower range 

of probabilities may exist [38]. 

 
Misleading parsing can lead to 

wrong results [39]. 

Jabberwacky [16] 

Cleverbot, 

Chatfuel, and 

Watson [40]. 

E.L.I.Z.A.—a computer application for 

the study of human-machine natural 

language communication (1966) [17]. 
 

Natural language processing tutorial 

(2007) [18]. 
 

A.l.anatomy I.C.e's (2009) [41]. 

 

Markov Chain 

Models 

 

It utilizes this probability 

distribution to determine the 
most likely response phrases. 

 

Because Markov models are 
entirely generic, the produced 

sequences appear to represent 

a sample of real-world usage, 
as long as the model accurately 

describes operational behavior 

[41]. 

 

The model is based on a 

formal stochastic process that 
has a well-defined analytical 

theory [41]. 

The number of states in a 
complicated system tends to 

increase exponentially [41]. 

 
As a fallback mechanism, it 

used to make a nonsense 

statement that used to sound 

natural [17]. 

HeX [17] 
MegaHAL[18]. 

An examination of Chabot systems via 

the lens of a Loebner prize competition 

(2012) [20]. 
 

MegaHAL II I! II. Computer 

Introduction (2000) [21]. 
 

Using Deep Neural Networks to Learn 

to Respond to a Retrieval-Based 
Human-Computer Conversation 

System (2016) [43]. 

Ontologies 

When instances of multiple 
classes are integrated with the 

ontology, the knowledge base 

is formed [19]. 
 

In addition to searching 

through the nodes, specific 
reasoning rules might infer 

additional replies [19]. 

 
Provide unique scalability and 

interoperability properties 

[42]. 

Ontology-based ChatBots and 
their inability to respond to 

situations outside of their 

knowledge database [43]. 
 

The ontology starts to become 

large, and finding a path 
between related nodes begins 

to take asymptotically more 

time [44]. 

OpenCyc [20] 

Wordnet [21]. 

A.L.I.C.E.'s anatomy (2009) [26] 

 

A quick tutorial on the artificial 
intelligence markup language (2013) 

[39]. 

 
A review of the open-source ChatBots 

languages A.I.M.L. and chat script 

(2017) [40]. 
 

A.l.anatomy I.C.e's (2009) [41]. 

 
An Interactive ChatBot Powered by 

A.I.M.L. (2020) [42]. 

AIML 

 

Contribute to the development 

of the Knowledge Base for 
ChatBots that use the Pattern 

Matching technique [39]. 

 
Enhances usability, facilitates 

learning and execution, and 

makes pre-authored A.I.M.L. 
collections available [40]. 

 

A.I.M.L. matches the best 
pattern using a pattern-

matching approach that 

performs a first-depth search in 
the Graph master [41]. 

The knowledge is provided in 

the form of an A.I.M.L. file 

collection. If knowledge is 
created using data acquired 

from the Internet, it will not be 

automatically updated and will 
need to be updated on a 

frequent basis [42]. 

 
A.I.M.L. is famously difficult 

to maintain due to its 

restricted collection of 
matching patterns [44]. 

 

Creating a suitable knowledge 
base may be time-consuming, 

costly, and exhausting [43]. 

A.L.I.C.E. [26] 

PABX (Private 

automated branch 
exchange) [44] 

Humorist bot [45]. 
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Statistical machine translation: 

Learning phrase representations using 

an R.N.N. encoder-decoder (2014) [8]. 
 

Bringing it to life: The Loebner-award-

winning ChatBots design (2014) [46]. 
 

An overview of conversational agent 

design approaches (2017) [47]. 

Chat script 

 

An embedded tagger and 
parser examine user input and 

makes it more grammatically, 

syntactically, and semantically 
correct [46]. 

 

Developers may easily use pre-
built databases of concepts, 

which simplifies the process of 

developing ChatBots [47]. 
 

ChatScript also offers long-

term memory in the form of 
variables that may be used 

directly or in conjunction with 

conditionals to generate 
Chatbot answers [47]. 

The scripting language used 

by ChatScript is more 

sophisticated than A.I.M.L.'s 
parsed line-delimited 

languages [8]. 

 
ChatScript is capable of 

combining many rules in 

complex ways and providing 
replies that cannot be 

described in A.I.M.L [8]. 

 
RiveScript code can be 

converted to ChatScript but 

not vice versa [8]. 

Suzette, Rosette, 

Mistsuku, and Chip 

Vivant [48]. 

A significant investment in the 

infrastructure of knowledge (1995) 

[23]. 
 

A.L.I.C.E.'s anatomy (2009) [26]. 
 

Techniques for designing ChatBots are 

discussed. Journal of International 
Computer Applications (2018) [49]. 

 

Google is now geared toward the 
extroverted, whereas Cortana is geared 

toward the introverted (2017) [50]. 

RDBMS & 

SQL 

The primary reason for 

utilizing the database is to 

recall earlier talks and provide 

unique responses to identical 

queries given at various points 

in time. 
 

The database was used to store 
knowledge, and the interpreter 

was used to store function and 

procedure sets for the pattern-
matching requirement [49]. 

 

This strategy ensures the 
dialogue's continuity and 

accuracy by allowing the 

dialogue system to access 
some past information history 

[50]. 

As the amount of data in a 
relational database grows, the 

system becomes increasingly 
difficult [50]. 

 

This information can be 
utilized to move data across 

systems. This might result in 

data loss [50]. 

ViDi (Virtual 

Diabetes physician) 
[26] 

MultiWOZ [23]. 

Chabot Modeling Human-to-Machine 
Conversations Using Database 

Knowledge (2016) [35]. 

 
A Survey of Techniques for Creating 

ChatBots in Speech Conversation 

Systems (2015) [36]. 
 

Thai-FAQ ChatBots powered by RNN-

LSTM (2018) [51]. 
 

Language 

Illusions 

 

Increase the variety and 
persuasiveness of the 

knowledge base [36]. 

 
Language tricks are employed 

to accomplish a certain 

objective and to give other 
responses to queries [51]. 

Might struggle with 

understanding customer 

requests and provide incorrect 
or insufficient answers [52]. 

 

These tricks simulate 
stereotyped responses, typing 

errors, and even irrational 

responses  [35]. 

Google Now 

Cortana 

Google Home [36]. 

VI. CRITICAL ANALYSIS OF NEURAL --------

NETWORK-BASED APPROACHES 

The critical analysis of neural-network-based approaches  of ChatBots are presented in table II below: 
 

Table II: Neural-Network-Based Approaches and their Analysis 

Title & Year Technique Pros Cons Applications 

The vanishing gradient problem and 

its solution during the learning of 
recurrent neural networks (1998) 

[30]. 

 
Thai-FAQ ChatBots powered by 

RNN-LSTM (2018) [51]. 

 
A knowledge-based ChatBot with 

effective attention mechanisms 

based on dual Wasserstein 

generative adversarial networks 

(2020) [52]. 

Recurrent 

Neural Network 

 

R.N.N.s enable data durability 

[30]. 
 

R.N.N.s have been widely used 

in a range of applications, 
including language translation, 

voice recognition modeling, and 

picture captioning [30]. 
 

Experiments demonstrated that 

the ChatBots equipped with 

R.N.N. was capable of 

recognizing and answering 

The unmodified R.N.N. is not 

widely employed due to the 
vanishing gradient problem 

[30]. 

 
The computation is slow due 

to its recurring nature [52]. 

 
Training R.N.N. models can be 

challenging [52]. 

F.A.Q. ChatBots 
[51] 

CHARLIE, 

Proprofs [52]. 
 

https://paperswithcode.com/dataset/multiwoz
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queries with a high degree of 
accuracy [51]. 

A search space odyssey using 

L.S.T.M. (2017) [31]. 

 
Thai-FAQ ChatBots powered by 

RNN-LSTM (2018) [51]. 

 
Using a Recurrent Neural Network, 

Multi-Sensor Guided Hand Gesture 

Recognition for a Tele-operated 
Robot (2021) [53]. 

Long Short 

Term Memory 

(LSTM) 

L.S.T.M. algorithm comes into 

play, resolving the vanishing 

gradient problem [51]. 
 

Long-term dependency is 

eliminated using L.S.T.M [51]. 
 

Introduce the concept of gates 

which helps for updating the 
network's state [31]. 

All L.S.T.M.s do not all have 
the same structure [31]. 

 

Dropout is much harder to 
implement in L.S.T.M.s [53]. 

 

 
L.S.T.M.s require more 

memory to train [53]. 

Deep probe, 

Superagent [54]. 

Neural network-based sequence-to-
sequence learning (2020) [33]. 

 

A conversational neural model for 
Chatbots on a smaller scale (2019) 

[55]. 

 
Seq2Seq AI Chatbots with Attention 

Mechanism (2020) [56]. 

 
Seq2seq-model-in-machine-learning 

(2021) [57]. 

Seq2seq 

 

Two R.N.N.s can be employed 
as the encoder and decoder, 

which is the model's most 

fundamental and original 
configuration [33]. 

 

The Sequence-to-Sequence 

technique aids in the modeling 

of lengthier phrases [55]. 

 
It is utilized for a wide variety 

of purposes, including picture 

captioning, conversational 
modeling, and text 

summarization [56]. 

The most perplexing difficulty 

is that the model is incapable 

of handling variable-length 
sequences [56]. 

 

The next one is the size of the 
vocabulary. If the decoder 

needs to run through a huge 

vocabulary, the training 
process will be slowed [56]. 

A.L.E.X.A., Google 

Home [57]. 

A more detailed attentional neural 

dialogue model (2016) [34]. 
 

Models of ChatBots based on deep 

learning (2017) [58]. 
 

In-depth Seq2seq 

A model with deeper layers is 
predicted to perform better [34]. 

 

Deep Seq2seq models with 
several L.S.T.M. layers [58]. 

 

Assists in preserving the 
conversation's long-term context 

and creates extended outputs 

[59]. 

Less interpretable, and hard to 
debug [60]. 

 

Difficult to control: can't 
specify rules or guidelines 

[60]. 

 

Facebook, Amazon, 

Slack, Messenger, 
Zapier, etc. [61]. 

VII. COMPARATIVE ANALYSIS 

In this study, we compare ChatBot techniques under the 

global metrics which are: usability, performance, speed, 

technical issues, intelligence, appropriateness of 

responses, speed of response, repetitiveness, linguistic 

accuracy, and error management. 

A. Classical Approaches Comparison 

Classical approaches are also referred to as rule-based 

techniques because they create replies based on specified 

rules, which distinguishes them from traditional 

procedures. Over time, these requirements have gotten 

more challenging to meet and more complex to understand. 

For the classical techniques, the parameters we took for 

comparison are usability, performance, speed, technical 

issues, and intelligence as can be seen in table III. 
 

Table III: Comparative Analysis of ChatBots' Latest Techniques 

Techniques Usability Performance Speed Technical issues Intelligence 

Pattern 

Recognition 
Yes Low Slow Yes No 

Parsing Yes Low Slow Yes No 

Markov Chain 

Models 
Yes Mid Average Yes No 

Ontologies Yes Mid Average Yes No 

AIML Yes High Fast Yes Yes 

Chat script No Mid Average Yes Yes 

RDBMS & SQL Yes Mid Average Yes No 

Language Illusions Yes High Fast Yes Yes 

Usability in this context means if a technique is still 

effective. The technique will receive a ‘yes or one’, if it is 

still under development and a ‘no or 0’, otherwise. 

Performance refers to the approaches' output, which might 

be low ‘1’, medium ‘2’, or high ‘3’. Speed is what 

determines how quickly a procedure produces results; it 

might be sluggish ‘1’, average ‘2’, or rapid ‘3’. If there are 

technical problems with the technique, it will receive a 1; 

otherwise, it will receive a 0. This indicates whether the 

method can get better in the future. The ability to learn on 
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its own is what intelligence means; if a technique is self-

learning, it will receive a 1; otherwise, it will receive a 0, 

see figure VIII. 

Based on the parameters and the results against those 

parameters that were provided following the benefits and 

drawbacks of the method. We note that, except for chat 

script, all traditional marketing methods are still effective. 

AIML and language illusion perform well in terms of 

performance, with machine learning as the foundation for 

these methods. Because they handle the data more quickly, 

both ways have good speed. All techniques have technical 

problems because they can all be altered to meet ChatBot's 

requirements. Finally, AIML, chat script, and language 

illusion all contain intelligence. Overall, figure IX 

comparison demonstrates that the best traditional 

approaches are thought to be AIML and language illusion 

techniques. 

 

 

 
Figure VIII: Comparative Analysis of ChatBots Latest Techniques 

 

 
Figure IX: Comparison of Latest ChatBots Techniques based on Performance Parameters 

 

B. Neural-Network-Based Approaches Comparison 

The laborious process of formulating rules for every 

possible utterance-response combination has been 

replaced with ChatBots powered by neural networks. An 

artificial neural network can offer a response in one of two 

ways: either by creating the response from scratch 

(generative) or by retrieving it from an extensive dataset 

(retrieval or retrieval-based). The appropriateness of 

responses, speed of responses, repetitiveness, linguistic 

accuracy, and error management were used to gauge 

ChatBot response creation as can be seen in table IV. 
 

Table IV: Comparison of Neural Network-Based ChatBots Approaches 

Techniques 
Appropriateness 

of Responses 

Speed of 

Response 
Repetitiveness 

Linguistic 

Accuracy 

Error 

Management 
Recurrent Neural Network Low Low Yes Low No 

Long Short Term 

Memory(LSTM) 
Mid Medium Yes Low No 

Seq2seq High Fast Yes High Yes 

In-depth Seq2seq Highly Faster No Highly Yes 

 

Here, "appropriateness of responses" meant that the answer 

to ChatBot's question was accurate. If the technique yields 

a common reaction, it will receive a 1; otherwise, a ‘2’, a 

‘3’, and a ‘4’ for a very responsive approach. The speed of 

response refers to how rapidly ChatBot reacts to input. If 

the speed is slow, it will receive a 1, 2, 3, or 4, depending 

on how quickly it responds. Repetition determines whether 

or not the ChatBot repeats its results in response to 

requests. If the technique is repetitious, it receives a score 

of 2; otherwise, it gets a score of 1. Linguistic correctness 

indicates whether a method is producing accurate results 

or not; it gets a score of 1 for low accuracy, a score of 3 for 

moderate accuracy, and a score of 4 for highly accurate 

results. Error management, which comes last, refers to 

whether a technique has a mechanism to eliminate errors. 

If a technique can eliminate mistakes, it will receive a score 

of 1; otherwise, it will receive a score of 3, see figure X. 

 

1: Slow 2: Average 3: Fast 4: Very Fast 
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Figure X: Comparison of Neural Network-Based ChatBots Approaches 

 

They are based on the parameters and the results against 

those parameters that were provided under the benefits and 

drawbacks of the method. We note that, with the exception 

of chat script, all traditional marketing methods are still 

effective. AIML and language illusion perform well in 

terms of performance, with machine learning as the 

foundation for these methods. Because they handle the data 

more quickly, both methods have good speed. All 

techniques have technical problems because they can all be 

altered to meet ChatBot's requirements. Finally, AIML, 

chat script, and language illusion all contain intelligence. 

Overall, figure XI comparison demonstrates that AIML 

and language illusion techniques are the best among the 

traditional approaches. 

 

 
Figure XI: Performance Comparison of Neural Network-Based ChatBots Approaches 

 

VIII. SURVEY ANALYSIS 

Beginning with an overview of ChatBots, this article goes 

on to discuss numerous classic or rule-based strategies as 

well as neural network-based alternatives in greater depth. 

The survey article concludes with a table summarizing the 

most recent findings from field studies. Most recent and 

important research is looked at, as well as the tools that 

have been used, areas that could be improved, and the 

applicability of approaches that have been used. In terms 

of future development, there are a number of subjects in 

the field of conversation modeling that have yet to be 

investigated. 

IX. CONCLUSION 

Businesses utilize ChatBots to answer frequently asked 

inquiries and engage customers, according to the company. 

Human engagement typically occurs when a client is 

dissatisfied. These ChatBots are being examined to show 

the different ways to create them. ChatBots are 

increasingly using neural network-based methods while 

retaining non-AI benefits. Thus, this review of 

conversational bot research reflects the approach above. 

Conversational bots have failed the Turing test in recent 

years. To evaluate a chatBot's performance, its pros, and 

cons must be considered. The article concludes that AIML 

and language illusions are the best rule-based chat 

techniques worldwide. In neural network-based chatBot 

development, the in-depth seq2seq approach is optimal. To 

help academics learn about chatBots, this programme was 

created. 
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